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Abstract: India is a country mainly based on agriculture. Paddy is one of the major crops of India. Millions of people in India depend on paddy so as to leave by means of farming and later on processing. As the population of our country goes on increasing the starvation and demand for the food is also getting increasing day by day. In this time of crisis, the leaf disease of crops is the biggest problem in the agriculture industry. These plant diseases will decrease the productivity of plant and directly impact on economy of the nation. Most of farmers in our country are illiterate and there is a lack of knowledge for them about how to overcome with these types of plant diseases. They are unaware of new technologies and advance developments that are taking place in the field of science and technology and there is a lack of some professional specialist in order to bring awareness about preventive measures to avoid disease infecting plants, technology to detect these diseases and actions to be performed after the identification of disease. In this paper, an automated system is proposed for diagnosis of three common paddy leaf diseases (Brown spot, Leaf blast, and Bacterial blight). K-means clustering is used for separating affected part from paddy leaf image. Visual contents (color, texture, and shape) are used as features for classiﬁcation of these diseases. The type of paddy leaf diseases is recognized by Support Vector Machine (SVM) classiﬁer   
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I. INTRODUCTION1
Rice is one of the major crop in India and it takes major part in agricultural economy. But now a days these crops are facing many problems such as disease which may results in poor quality and quantity of the crops. The diseases found in the crops results in major loss to the farmers. It will cause grater economic loss to the farmer, apart from the other problems like pest and environment factors.
Leaf blast, brown spot, and leaf sheath blight are some of the diseases that occurs in the rice crop. The early detection of these diseases will prevent the grater loss to the farmers. By their experience, they identify the type of the disease that found on the crop but their predictions may not be correct always. Most of farmers in our country are illiterate and there is a lack of knowledge for them about how to overcome with these types of plant diseases. They are unaware of new technologies and advance developments that are taking place in the field of science and technology and there is a lack of some professional specialist in order to bring awareness about preventive measures to avoid disease infecting plants, technology to detect these diseases and actions to be performed after the identification of disease. Most of the farmers can manually identify and classify the disease but it takes lot of time. The disease that occurs mainly on stem and leaves. The disease on crop may be bacterial, viral, fungal, due to insects, rust etc. Identifying these diseases in their early stage is very important.

These are the steps used to identify diseases by using image processing and machine learning techniques. At first the images are taken from the computer, later are fed into preprocessing step, then by using segmentation, affected regions from leaf are taken, Color, texture, shape etc. features are extracted from the segmented images, and finally using machine learning technique disease is classified. The appropriate features of the images are extracted and the images are classified either as unhealthy or healthy. The procedure is divided into five steps. Firstly, it performs Image Acquisition. Second stage consists of Image Pre-processing stage III has Image segmentation techniques, Stage IV defines the Feature selection and Feature extraction of segmented images. and finally, the classification of the diseases takes place and performs the analysis and conclusion.

The image processing has the following objectives: 
· To identify the infected leaf or stem of the plants.
· To quantify infected region by disease.
· To identify the structure or shape of affected region.
· To recognize color of infected region.
· To identify the size and shape of the leaf.

 Classification is performed based upon their distinct features. This paper presents different techniques using which detection of rice crop disease can be done. Considering the shortcomings in existing surveys, the paper presents the different classification of crop diseases including preprocessing, segmentation, feature extraction and feature selection, classiﬁcation. By using this techniques, farmers can automatically recognize the leaf diseases at early stages.


II.  DESCRIPTION OF RICE DISEASE

Leaf blast, Brown spot, and Leaf sheath blight are the diseases that are found commonly in paddy leaves. These diseases not only affect leaves but also root, stem and other different plant parts. Identification of these in their early stage will stop greater loss to the farmer.  Some people who are experienced by working in the field of agriculture can guess disease but that is not the right way to do even the people who are specialist in identifying disease takes a lot of time to correctly predict. So as to prevent greater loss of crops farmer should take actions as quick as possible.

1. 

1. 
2. 
· Brown spot
Brown Spot disease is caused by Bipolarisoryzae named fungi which belongs to class Deuteromycetes, 
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Figure1: Paddy brown spot disease

Symptoms:



· The leaves regions affected by this disease have small, elliptical and brownish colored wounds in the early stages.
· It is the disease which occurs commonly in rice plants and causes a greater loss to farmers.
· Brown spot appear initially small circular to oval spots on seedling leaves. 
· Some spots are small which are of dark to reddish brown and big spots are not dark and are brown with reddish color or may be gray centered covered by margin of dark brown to red brown and spots that occurred early are yellow halo surrounding the spot lesion.
· Brown spots symptoms of leaves also similar symptoms on the leaf sheath and hulls.


· Bacterial leaf blight	
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Figure 2:  Paddy bacterial leaf blight disease

Symptoms:






· Bacterial leaf blight as name suggest it is a bacterial disease which is a commonly occurring disease in paddy.
· Here we can identify the disease affected regions at the tip of leaf or on the lines that are observed on the surface of leaf.
· It is usually having golden stripes on blades of leaves or at the tip.
· The main symptoms are leaves having yellowish to golden colored lesions on the blades of leaves and at the tip, leaves back getting dry more early from the tip, leaves will curl because of lack of nutrients.
· The leaves that are completely prone to this disease are showing their first symptoms by getting dry early.

· 



· Leaf blast
Oryzae fungi is the one which cause this disease in paddy crops. It not only affects leaves but also on stem, root and sheath of leaves. Whenever spores are found on the surface of plant in that spot blast disease can occur in any stage of plant growth. Initially disease symptoms are white to gray green lesions or brown border spots on all parts. 


2. 

3. 
4. 
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Figure3: Paddy Leaf blast disease
                                 
Symptoms:
· Here we can identify the disease affected regions at the tip of leaf or on the lines that are observed on the surface of leaf.
· It is another paddy disease which is caused mainly due to growth of fungus on the leaves of paddy.
· Here we can see round or spindle shaped wounds on the surface of leaves.
· The lesions are having brown colored border, in the middle it will be white or gray.

III. PROPOSED METHODOLOGY 
 The proposed methodology has concentrated on detecting the paddy leaf diseases which helps farmers to take correct measurements and increase the yield.
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Figure 4: workflow of plant disease prediction

Algorithm for plant disease prediction
Step 1:   Start
Step 2:   Take the infected leaf image from farmer field using a digital camera and then input image to the system.
Step 3:   Median filter is used to remove the noise and smooth the image.
Step 4: The contrast of image is enhanced for better understanding of different part of the image.
Step 5:   k-means clustering is used to segment the image so that we can obtain the disease affected part of paddy leaf image.
Step 6: Features are extracted such as color, texture and shape. After which a feature vector is created.
Step 7: This feature vector is sent to SVM classifier to recognize the diseases. It classifies the query image to one of the types of paddy leaf disease.
Step 8:    Finally the percentage of disease affected area of image is measured and accuracy of the disease is predicted.
Step 9: Stop

1)Image Acquisition: Some disease affected paddy leaf images are collected from the internet and captured by camera. Then these images are preprocessed. The digitized images are about 200-400 KB size .

2)Preprocessing: Preprocessing involves resizing the image, filtering image contrasting and image segmentation.

Image Filtering: When the images are captured, they may contain dust, sediment, dew drops etc. The median filter is used to remove noise and smooth the images. The median filter is a technique to smooth the images by replacing the value of a pixel by median of the intensity value of the neighborhood of the pixel so that the noise are replaced by the image intensity value. The median is calculated by first sorting all the pixel being considered with the middle pixel value.

Contrast Enhancement: The contrast of the image is enhanced for better understanding of different part of the image such as normal object and lesion present in the leaf part.

Image Segmentation: Segmentation is an important step while processing an image. Segmentation divides an images into its constituent region or objects. Segmentation will terminate when an object or interested region is encountered in an application. Segmentation of nontrivial images is difficult task. Based on accuracy of segmentation, success or failure of computer analyzed procedures is found. That’s why, correct majors should be preferred to improve the probability of segmentation accuracy. The process of dividing digital image into many segments with similar attributes is segmentation. It is to simplify the representation and more helpful for interpretations and analysis. In simpler terms, Segmentation is the process of dividing something into parts or segments.
 In this we use K-means clustering is used to segment the images. The images are segmented into 3 clusters depending upon the color variation. Among the three clusters, the disease affected part is chosen to extract features. K-means is one of the simplest unsupervised learning algorithms that is mainly used to solve the clustering problem. It is mainly used for the segmentation purposes. It clusters or groups the huge amount of pixels. 

Algorithm For  K-means Clustering 
Step1:  Start
Step2:  Read image.  
Step 3: Convert the image from RGB Color Space to L*a*b* Color Space. 
Step 4: Classify the Colors in a* b* Space using K-      Means Clustering.  
Step 5: Label every pixel in the image using the results from k-means.  
Step 6: Create images that segment the image by color.                       
Step 7:  Separate infected part and uninfected part.
Step 8:  Stop

3) Feature Extraction: In image processing, features plays an important role in dimensionality reduction. When the size of the input data becomes too large but not containing so much information then the input data can be transformed into set of features. In this system, the visual based features i.e. color, texture and shape features are extracted. Here we use 13 features to identify the disease those are Mean, Standard Deviation, Entropy, RMS, Variance, smoothness, Kurtosis, Skewness, IDM, Contrast, Correlation, Energy, Homogeneity.

4) Classification: In machine learning, we mainly have three types among which supervised learning is one of the type and classification is coming under this type. Classification is the best one to use when we get the finite and discrete values as the end results. Classification will take the data as inputs and will group those data to the specific group for which they are belongings to. For the input variables provided it predicts the class as well. Here different patterns are processed and later they are grouped together into one class based on the similarities identified with their group members. Different Classification types are used on the features that are extracted from the morphological features that may be color, shape of leaf, stem, root and later are processed by taking the images of disease affected area in order to predict the disease type. We have different classification techniques they are Naïve bayes classification, SVM classification (support vector machine), Decision Tree Classification, KNN classification (K-nearest neighbors), Deep learning based techniques, Artificial neural network (ANN), probabilistic neural network (PNN) and Random forest classification.

Support vector machine
For nonlinear classification SVM can be utilized. This is explained mainly for the factors with double classes. However, it is possible to increase technique of support vector machine with factors having many classes using one for all the type. For decision making this can be made use of. SVM works mainly on two phases. The ﬁrst one is oﬄine phase, in which using the cells that are grouped together into different sets that are need to be sprayed or not be based on which training process is presented and performed completely the operations upon the decision. Another phase is online phase, here they presented the operations of making the decisions depending upon the cells that are entering recently, which in turn controlled by the operations of making decisions that are finished throughout the course of oﬄine phase. For the classification and training process there is classifier named MSVM which has a collection of support vector machine.

The benefits of support vector machine are that it only be made use for when we are making classification linearly and non-linearly. In terms of recognition it is easy and provides a perfect outcomes compared to other types. During training if the images are having lot of unwanted noise, support vector machines are best one to use. When it is about drawback, the process of training is slow. The algorithm on which support vector machine works is not easy for to understand. It works only on two classes which is another drawback. The very difficult thing is selecting the parameters and functions for kernel.

IV. CONCLUSION

Paddy leaf diseases are the major problem in the agriculture sector all over the world which causes a greater economic loss. In order to prevent this loss a proper system should be built so that it is possible to overcome the loss. This paper is used to develop a system which will be more reliable and gives more accurate prediction of disease. Now a days there is more scope for image processing and machine learning and detection of the plant disease and identifying the type of disease and finding the treatment for these disease is one of the interesting research that is going on in the line of computer science and agriculture. In order to predict accurate result k-means is used for clustering and svm classifier for disease identification. Color, shape, texture features are extracted and are used to identify the diseases. Later on after the prediction the farmers can take the correct measures to overcome the disease.
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