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**Abstract- The Naive Bayes classiﬁer is a popular classiﬁcation technique for data mining and machine learning. It’s been shown to be very eﬀective on a variety of data classiﬁcation problems. However, the strong assumption that all the attributes are conditionally independent given the class is often violated in real world applications. Many methods have been proposed in order to boost the performance of the Naive Bayes classiﬁer by alleviating the attribute independence assumption. However, violation of the independence assumption will increase the expected error. Another alternative is assigning the weights for attributes. In this paper, we propose a novel attribute weighted Naive Bayes classiﬁer by considering weights to the conditional probabilities. An objective function is modelled and taken into account, which is based on the structure of the Naive Bayes classiﬁer and the attribute weights. The optimal weights are determined by a local optimization method using the quasisecant method. In the proposed approach, the Naive Bayes classiﬁer is taken as a starting point. We report the results of numerical experiments on several real-world data sets in binary classiﬁcation, which show the eﬃciency of the proposed method.**
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I. INTRODUCTION

Classiﬁcation is the task of identifying the class labels for instances based on a set of attributes. Learning accurate classiﬁers from pre-classiﬁed data is a very active research topic in machine learning and data mining. Classiﬁcation learning is the process of predicting a discrete class label C ∈ {C1,···,Cm} for a test instance X = (X1,···,Xn). One of the most eﬀective classiﬁers is the Bayesian Network (BN) introduced by Pearl [20]. A BN is composed of a network structure and its conditional probabilities. The structure is a directed acyclic graph where the nodes correspond to domain variables and the arcs between nodes represent direct dependencies between the variables. The classiﬁer represented by the BN can be expressed as:



this rule is called Bayes rule. We can see that for each class, the denominator of equation (1) is the same and it will not interfere in classiﬁcation. So, the BN classiﬁer can be rewritten as:



However, accurate estimation of P(X|Ck) is non trivial. It has been proved that learning an optimal BN is NP-hard [4] [10]. In order to avoid the intractable complexity for learning the BN, the Naive Bayes (NB) classiﬁer has been used. In the NB [15] [22], attributes are conditionally independent given the class.

However, the attribute independence assumption made by the NB classiﬁer harms its classiﬁcation performance when it is violated in reality. In order to relax the attribute independence assumption of the NB classiﬁer while at the same time retaining its simplicity and eﬃciency, researchers have proposed many eﬀective methods. These methods have been proposed in order to improve the performance of the Naive Bayes classiﬁer by alleviating the attribute independence assumption.

Another way to mitigate its attributes independence assumption is assigning weights to important attributes in the classiﬁcation. Since attributes do not play the same role in many real-world applications, some of them are more important than others. A natural way to extend the NB classiﬁer is to assign a weight to each attribute. This is the main idea of the algorithm called attribute weighted NB.

In this paper, we propose a new attribute weighted NB classiﬁer, called AWNB, which assigns more than one weight for each attribute. The number of weights for each attribute is considered as the number of class labels. These weights are written in the form of powers to the conditional attribute-class probabilities. An objective function is constructed based on the NB structure and the attribute weights. The weights, then, are determined by using a local optimization method, which here is the quasisecant method [2]. The initial weights for the quasisecant method are set to unity; this means that the NB classiﬁer is taken as an initial point. More precisely, our aim is improving the NB classiﬁer by modelling a proper objective function and optimizing the attribute weights.

II. LEARNING THE PROPOSED ATTRIBUTE WEIGHTED NAIVE BAYES USING OPTIMIZATION

Good attribute weighting can eliminate the eﬀects of noisy or irrelevant attributes. In this section, we propose a weighting procedure, in which each conditional attribute-class probability has its own power as a weight. The number of weights for each attribute is equal to the number of class labels. The idea of our weighting method is similar to the works in [26] [33], however constructing a proper objective function and utilizing the new weighting procedure are diﬀerent from the existing methods. Let us consider D = {Xi,Ci}, 1 ≤ i ≤ N, where N is the number of instances and Ci ∈ {C1,...,Cm}. Xi is an n-dimensional vector, Xi = (Xi1,Xi2,...,Xin), n is the number of attributes, and Ci is the class label. In this paper, we consider the binary classiﬁcation and assume that the two classes are, 1 and −1. Then, for each attribute, we deﬁne two weights, one corresponding to the class C1 = 1 and another to the class C2 = −1. By considering two weights for each attribute, the attribute weighted NB classiﬁes an instance Xi by selecting:



In equation (3), there are two alternatives for k in wjk. We denote these cases by wj and wj if Xi is allocated to the real class and its counterpart, respectively. Considering that Ck is the real class of Xi, the value of P(Ck|Xi) is expected to be greater than the value of P(Ck|Xi) for the majority of instances, i = 1,...,N, where Ck = −Ck. Then, it is quite natural that the value of



should be maximized, while the value of

to be minimized. The objective function (5) is similar to the objective function presented in [23]. The weights in (5) are considered as positive numbers. Also, we put an upper limit for these weights to prevent large numbers. So, we maximize the above objective function over a hyper box [a,b]. Therefore, the problem (5) can be formulated as a constrained optimization problem:



Diﬀerent methods can be applied to transfer the problem (6) to an unconstrained optimization. One of the well-known methods is the penalty method, which is used here. To ﬁnd the weights in (6), a local optimization method is applied. The NB classiﬁer is taken as a starting point for the quasisecant method. More precisely, we initialize all the weights to unity, then we use the quasisecant method to ﬁnd the attribute weights for further improvement. In other words, we search for an optimal classiﬁer starting with the NB classiﬁer. It is noted that a global optimization is also applicable to ﬁnd the global solution of the problem (6), but the complexity of the problem will increase.

III. EXPERIMENTS

 *A. Data collections*

This paper studies 16 benchmark data sets taken from the literature. A brief description of the data sets is given in Table 1. The detailed description of the ﬁrst eleven data sets used in this experiment can be found in the UCI repository of machine learning databases [1], and the last ﬁve data sets are downloadable on the tools page of the LIBSVM [3]. These data sets have been analysed quite frequently by the current data mining approaches. Another reason for selecting these data sets were that conventional approaches have analysed them with variable success.

*B. Results and discussion*

We conduct empirical comparison for the Naive Bayes (NB), the Tree Augmented Naive Bayes (TAN), the improved Naive Bayes (INB) proposed by Taheri et al. [22], and the attribute weighted Naive Bayes (AWNB) in terms of accuracy. The structure of the TAN and the INB are originated from the structure of the NB, in which each attribute has at most one augmenting edge pointing to it. The relations between attributes in the TAN are found by using the tree procedure [8], while the INB uses conditional probabilities for ﬁnding the correlations [22]. We discretize the values of continuous attributes in data sets using two diﬀerent methods. In the ﬁrst one, we apply Fayyad and Irani’s discretization method [7]. The second one is the discretization algorithm SOAC [28]. For each method, we run 50 trials and then the average accuracy over the 50 runs are calculated. The accuracy of the methods in each run is calculated using 10-fold cross validation with random orders of data records in partitioning training and test data sets to have more reliable results. More precisely, each fold contained 10% of the data set randomly selected (without replacement). For consistent comparison, the same folds, including the same training and test data sets, are used in implementing the methods. The penalty parameter is chosen as µ = 106. We set the lower and upper limits in (9) as a = 0.1,b = 10. Table 2 presents the average accuracy obtained by the NB, the TAN, the INB and the AWNB on 16 data sets, where continuous attributes are discretized by applying Fayyad and Irani’s method [7]. The results presented in this table demonstrate that the accuracy of the proposed method (AWNB) is much better than that of the NB in all data sets. It is also shown a higher accuracy of the AWNB, in general, compared to the results obtained by the TAN and the INB. The proposed method outperforms the both methods (the TAN and the INB) in most of data sets, and the accuracy of this method slightly less or almost ties with the TAN and the INB in a few cases. The results of the average accuracy obtained by the methods on 16 data sets using discretization algorithm SOAC are reported in Table 3. The results show that the accuracy obtained by the proposed method (AWNB) in all data sets are higher than those of the NB. The accuracy of the AWNB is also higher than those of the TAN and the INB in most of data sets, and the accuracy of the AWNB almost ties with those of the TAN and the INB in a few cases. Figure 2 shows the scatter plots comparing the average miss-classiﬁcations of the proposed attribute weighted Naive Bayes, AWNB, with those of the NB, the TAN and the INB using two diﬀerent discretization methods. In these plots, each point represents a data set, where the horizontal axis shows the percentage of miss-classiﬁcations according to the NB, the TAN and the INB and the vertical axis is the percentage of miss-classiﬁcation according to the proposed method, AWNB. Therefore, points below the diagonal line correspond to data sets where the AWNB performs better, and points above the diagonal line correspond to data sets where the other mentioned methods perform better.



Table 1: Brief description of data sets



Table 2: Test set accuracy averaged over 50 runs for data sets using Fayyad and Irani’s discretization method. NB stands for Naive Bayes, TAN for Tree Augmented Naive Bayes, INB for improved Naive Bayes and AWNB for attribute weighted Naive Bayes

According to the results explained above, the proposed attribute weighted Naive Bayes, AWNB, works well in that it improves the results of the NB classiﬁer. Moreover, in general, it outperforms the TAN and the INB so that it’s accuracy in most of the data sets are higher than those of the TAN and the INB. In a few cases, the TAN and the INB perform slightly better than the proposed method, and the results are acceptable as the two methods are also developments on the NB classiﬁer. The complexities of the methods are not compared in this work, since different software’s are used to implement the methods. The proposed method is coded in Matlab, while others are coded in Fortran. It is clear that the complexity of the proposed method is higher than the others due to the complexity of the optimization procedure. A global optimization is also applicable to determine the weights for the attributes. Although it may cause a better accuracy, a higher level of computational eﬀort is required.



Table 3: Test set accuracy averaged over 50 runs for data sets using discretization algorithm SOAC. NB stands for Naive Bayes, TAN for Tree Augmented Naive Bayes, INB for improved Naive Bayes and AWNB for attribute weighted Naive Bayes

III.CONCLUSION

In this paper, we proposed a classiﬁer based on attribute weighted Naive Bayes, AWNB. A novel weighting method for attribute weighted NB classiﬁer was introduced, in which for each attribute we used more than one weight depending on the number of class labels. An objective function consisting of the attribute weights based on the structure of the NB classiﬁer was then modelled to optimize the attribute weights. This objective function was optimized by a local optimization using the quasisecant method. The initial values in the quasisecant method were chosen as one; meaning that the NB classiﬁer was taken as a starting point. We carried out a number of experiments on some data sets obtained from the UCI machine learning repository and LIBSVM. The numerical results demonstrated that the proposed method has positive impact on the NB accuracy as expected. How this attribute weighting for the NB classiﬁer performs in multi class data sets remains an important question for future work.
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