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  Abstract— As a result of industrialization and global urbanization air pollution was increased to a large extent in the past two, three decades. Various air pollutants like carbon monoxide, nitrogen dioxide, sulfur dioxide, suspended particulate matter, benzene that are present in the air affected both the environment and humans. Long and short term exposure to this polluted air caused abrupt climate changes and many health-related problems to humans. Air quality prediction helps both policymakers and people to reduce air pollution. In this paper, we have proposed a model to predict air quality in terms of the Air Quality Index (AQI) based on machine learning techniques. To predict AQI, we have considered major air pollutants like nitrogen dioxide, sulfur dioxide, carbon monoxide, ozone, nitrogen oxides and suspended particulate matter(PM2.5, PM10). The proposed model makes use of  Linear regression, Support Vector Machine regression and Gaussian process regression techniques to predict air quality. Meteorological data and historical values of air pollutant concentration were given as input to predict the air quality index. Then we have applied classification algorithms to classify air quality based on Indian Government Standards. 
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Introduction 
 Air pollution occurs when harmful or excessive quantities of substances including gases, particulates, and biological molecules are introduced to the earth’s atmosphere. Air pollution may occur as a result of human activity or as an environmental process. Air pollution results in ecological imbalance and causes abrupt climate changes.  Carbon monoxide, nitrogen dioxide, sulfur dioxide, suspended particulate matter, and ground-level ozone are some of the major air pollutants that affect the environment, humans and other animals. Long term exposure to this polluted air leads to a variety of health diseases like cancer, asthma, cardiovascular diseases, skin diseases and also damages the human immune system; whereas temporary exposure causes headaches, irritation of eyes and breathing problems.
There are many reasons for air pollution but the most important one is global urbanization and industrialization. Today industries are set up all over the world and they are emitting polluted gases to the atmosphere, as a result, the quality of air is decreasing day by day. Controlling this air pollution is a challenging task for all countries across the world, especially to the developing countries. Thus developing countries like India and China have imposed various acts to control and prevent air pollution, thereby safeguarding millions of people's health. The government had set up many air pollution monitoring stations to assess the quality of air by taking account of air parameters like SO2, NO2, CO, PM2.5, PM10, etc. which are harmful and thereby taking necessary actions to decrease pollution rate. Air quality forecasting allows both government and people to know about the quality of air in advance and helps to take necessary controlling measures. AQI is a numerical value associated with air quality level and can be mapped to different categories ranging from good to severe based on air pollutants concentration. AQI system is used by government agencies to tell common people about how polluted the air is at present and to tell how polluted it will be in the future using numerical ranges associated with it without knowing about the details of pollutants. It also tells about the impact of breathing polluted air on human health. If we predict AQI then people can accordingly plan their indoor and outdoor activities. Predicting air quality is a challenging task as it depends on many factors and research is going on to improve the prediction accuracy.
There are various techniques to predict air quality and they can be generalized to four major categories: statistical forecasting methods, artificial intelligence-based forecasting methods, numerical forecasting methods, and hybrid forecasting methods [1]. Statistical and numerical forecasting methods make use of historical data to predict air quality so they are not efficient. Air quality prediction done using hybrid method have excellent performance than all other methods. Artificial intelligence techniques have better performance than statistical and numerical forecasting methods. In this paper, we are making use of machine learning techniques to predict air quality. Machine learning is a branch of computer science where computers or machines are trained to learn from data without any explicit programming. Since the machine learning method has capacities like fast processing, real-time prediction and ability to handle multi-dimensional, multi-variety data in a dynamic environment we are making use of this technique to predict air quality.
 Related Work
  Air pollution severely affected human health in the last few decades. A variety of air pollution monitoring and air quality prediction techniques are developed so that necessary controlling measures can be taken to reduce this air pollution. Neural network, K-nearest neighbor, support vector machines (SVM) and decision tree algorithms are used to predict AQI and are compared with other air prediction models to measure the performance. To the developed model concentration of SO2, NO2, O3, PM2.5, PM10, and CO was given as input and three classifiers low, medium, high was used to predict the air pollution levels [2]. Out of these four models, neural network model with one input, one hidden and one output layer showed accurate results. To the input layer, 6 air parameters were given as input, the hidden layer consisted of 10 neurons and the output layer had 3 classifiers. Here it should be noticed that in order to predict air quality index they used previous day air pollutants concentration but air pollutants concentration is highly affected by various meteorological data, so results were not accurate. A simple neural network and improved neural network-based model was developed to predict AQI[3][4]. The improved neural network model used a BP neural network and genetic algorithm for prediction. To the developed model meteorological data and AQI of the previous day were given as input. Using the algorithms the model generated 6 AQI classifiers as output. Later developed model was compared with a simple neural network-based air quality prediction model for its accuracy. The result showed that an improved BP neural network-based air quality prediction model had higher accuracy than the neural network. But to predict AQI they are not considering the concentration of air pollutants so we can say that the predicted AQI is not accurate. 
It is important to consider both meteorological parameters and air parameters to predict AQI, so later many models are developed to predict air pollutants concentration considering both meteorological data and air pollutants. Yves Rybarczyk and Rasa Zalakeviciute [5] developed a model where initially meteorological data and concentration of PM2.5 were collected and later the collected data were carefully analyzed to determine the dependency between each meteorological parameter and particulate matter. An ANFIS (adaptive neuro-fuzzy inference system) based model was developed by Sanda Florentina Mihalache, Marian Popescu and Mihaela Oprea  to predict particulate matter concentration for next one hour [6]. ANFIS combines features of FIS and Artificial Neural Network (ANN) to predict particulate matter (PM) concentration. The developed model took the last 4 hours' concentration of PM as input to predict next hour PM concentration. The FIS was formed by a fuzzification unit, defuzzification unit, database unit, rule base unit, and decision unit. The result showed that the prediction was poor when the output type changed from constant to linear. Jean-Michel Poggia and Bruno Portierb[7] developed a cluster wise regression-based model to predict PM10 concentration by considering meteorological data and the average concentration of PM10 in the previous day. The model made use of random forest technique for variable selection. Later the cluster wise regression model was compared with persistence, generalized additive non-linear model for measuring accuracy of PM10 prediction. It is observed that the cluster wise regression-based model had higher accuracy than the other two models. An ensemble method for forecasting nitrogen dioxide, ozone and PM10 was developed on the Prev'Air operational platform. Prev' Air is an operational platform used for predicting air pollutants concentration in France and aims to inform people about pollutants concentration in advance [8]. This platform consists of a variety of operational models where different weights are assigned before each simulation to predict pollutant concentration and the performance of each model varies with inputs and time. Initially, air pollutant concentration was predicted and later ensembled to get high accuracy. But this method requires aggregation method to calculate the uncertainty involved in the aggregated forecast and also requires to improve weight assigning methods. Support Vector Machine (SVM) and its variant, Least Square Support Vector Machines (LS-SVM) are the most common and simple machine learning techniques based on statistical learning theory used for regression, time series prediction. An LS-SVM based model was developed to predict air quality[9]. SVM based models made use of quadratic programs(QP) to solve nonlinear regression problems but LS-SVM made use of a set of linear equations for solving regression problems so the LS-SVM algorithm-based model was developed to predict air quality. For the developed model meteorological data and air pollutants are given as input but the prediction was good only for SO2, NO2, SPM and it showed a large discrepancy for other pollutants, especially for ozone. Zhongshan Yang and Jian Wang developed a hybrid air pollution monitoring and early warning system [10]. This model consists of an air pollutant evaluation and prediction unit. The evaluation unit made use of a comprehensive fuzzy technique to determine the main pollutants. The developed hybrid model made use of the Cuckoo search algorithm and differential evaluation algorithms to initialize weight and threshold. This hybrid model was later used to predict pollutants. MLP and RBF algorithm-based ANN model was developed by W. Kaminski et al. to predict air quality classes [11]. To the developed model meteorological data and air pollutant data were given as input. But this model showed poor results as it considered only one air pollutant that is particulate matter(PM) to predict air quality classes. A recurrent air quality prediction model was developed to predict air pollutants by Ke GU et al. [12]. In order to predict pollutants concentration for the next one-hour historical air pollutant and meteorological data were given as input. This model showed good results as it successfully addressed high correlation between air pollutants and meteorological data but prediction can be improved if we use ensemble learning. An extreme learning machine based model was proposed by Jiangshe Zhang and Weifu Ding to predict air pollutants considering previous days pollutant concentration and it showed better results compared to other machine learning algorithms [13].
Studies showed that in order to predict air quality or air pollutants concentration accurately we need to consider the Spatio-temporal correlation between meteorological data and air pollutants. So later several models were developed considering their Spatio-temporal correlation. A Spatio-temporal prediction of PM2.5 was done by Yu Zhan et al. using a  Geographically weighted Gradient Boosting Machine(GW-GBM) [14]. This GW-GBM model successfully handled missing data and Spatio-temporal dependencies of PM2.5 with other factors.  Lei Song et al. developed a spatial data aided incremental support vector regression model was to predict Spatio-temporal PM2.5 concentration. In order to predict PM2.5, the model was supplied with historical values of daily averaged PM10 and PM2.5.the model first performed temporal prediction to gain knowledge about spatial dimensions and later spatial data aided prediction learning was done to gain Spatio-temporal cross-dimensional knowledge [15]. Even though several algorithms are developed to predict Spatio-temporal air quality their accuracy can be further improved if we consider all depending meteorological and air parameters. Thus we can tell that predicting air quality by considering all dependent parameters is a difficult task.
 Methodology 
	 There are various methods to predict AQI. Most of the methods use historical values of various pollutants concentration as input variables to predict AQI[16][17][18] and some use meteorological parameters as inputs to predict AQI[19][20]. 
 In this paper, we are using machine learning algorithms to predict AQI. We have considered three different sets of input and these inputs are given to machine learning algorithms to predict AQI. Later we compare the results obtained by different sets of input and machine learning algorithms.
 Data descripton
 The data used in this study consists of meteorological data and air parameter. Meteorological data used in this study are atmospheric temperature(degree c), pressure(mmHg) ,relative humidity(%) ,wind degree(degree) and wind speed(m/s). The air parameters considered are carbon monoxide(CO), nitrogen oxides(NOx), ozone(O3), suspended particulate matter (PM2.5),particulate matter(PM10), nitrogen dioxide(NO2) and sulphur dioxide(SO2). Carbon monoxide is measured in mg/m3 and all other parameters are measured in ug/m3.
 As Delhi is suffering from more air pollution compared to other states we considered it as the target area of the study. We collected meteorological data and air pollutants concentrations from  RK Puram monitoring stations of Delhi as an average of 24 hours for three years. The total number of sample data collected in RK Puram station is 900 and out of these 750 samples are used as training set data and 150 samples are used as testing data ie. 85% as training data and 15% as test data. These meteorological data and air parameters concentration of Delhi are collected from the central pollution control board(CPCB), Govt of India website( https://app.cpcbccr.com/ccr/#/caaqm-dashboard-all/caaqm-landing).

 Air Quality Index Calculation and Classification
	 An air quality index is deﬁned as an overall scheme that transforms the weighed values of individual air pollution-related parameters (for example, pollutant concentrations) into a single number. In India Air Quality Index value is calculated according to National Ambient Air Quality Standard (CPCB 2009)  and it specified that  12 air parameters: PM2.5, PM10, NO2, SO2, CO, O3, Pb, NH3, As, Ni, Benzo(a) pyrene and Benzene should be considered for calculating AQI based on availability of data. The selection of parameters is based on AQI objective, data availability, averaging period, measurement method and frequency of monitoring. PM2.5, PM10, SO2, NO2, Pb and NH3 have 24 hourly as well as annual averaging standards.CO and O3 have short-term standards (1 and 8 hours averaging standard) and As, Ni, Benzo(a) pyrene and Benzene have an annual averaging standard. Usually, 6 parameters(PM2.5, PM10, SO2, NO2, CO, and O3) are considered for calculating AQI. The number of parameters used in calculating AQI value can be increased or decreased based on the availability of data but to calculate AQI value there must be a minimum of 3 parameters and one of them should be either PM10 or PM2.5.
	Air quality index calculation involves two steps[24]. First, we need to calculate the sub-index value for each pollutant and later AQI value is computed as the aggregate function of these sub-indices as shown in Fig. 1.
     Each air pollutant is associated with a sub-index value (Ii) based on its concentration value (Xi) value in air. The general equation used for calculating sub-index for a given pollutant concentration is shown in  (1)  below:

   	Ii = [{(IHI - ILO)/(BHI -BLO)} * (Cp-BLO)]+  ILO      (1)

where,

BHI = Breakpoint concentration greater or equal to given concentration.
BLO = Breakpoint concentration smaller or equal to given concentration.
IHI = AQI value corresponding to BHI.
ILO = AQI value corresponding to BLO.
Ip = Pollutant concentration.

	Once sub-index associated with each pollutant is calculated then AQI value is calculated using (2):

  
		I = MAX (I1,I2,I3……In)			     (2)
where,
I = AQI value.
I1,I2,…In = sub-index value associated with n pollutants.


	Fig. 2 shows the AQI value classification and breakpoint concentration for each pollutant according to Indian government standards.
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Fig. 1. Formation of aggregated Air Quality Index.
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  Fig. 2. AQI classes, pollutants, and breakpoint concentration.
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 			Fig.  3.  Steps involved in prediction.


Machine Learning Algorithms
	Machine learning is a branch of artificial intelligence, where the system automatically learns to analyze the input with minimal human intervention. Machine learning can be broadly classified as supervised learning, unsupervised learning and re-enforcement learning. To predict AQI, we are making use of supervised learning. Supervised learning can be further classified as regression and classification learning. In regression, we predict the output value for a given input value based on previous learning but in classification, we categorize input data to one or more groups based on previous learning or training. To predict pollutant concentration and AQI value we are using regression algorithms; for classifying predicted AQI we are using classification algorithms.
	The regression methods used here are linear regression, linear support vector regression, and exponential Gaussian process regression. Linear regression is the most commonly used simple supervised learning technique of machine learning where we predict the dependent variable based on the values of an independent variable. Support vector machines can be used for both regression and classification problems. When SVM is used for classification it will classify the data to two or more categories but during regression, it will predict the response variable values based on input data and training. Gaussian processes are powerful non-parametric tools widely used in supervised learning. These processes have the ability to learn the noise and to estimate the uncertainty involved based on the training data.
	 The classification methods used in this paper to classify the air quality based on pollutant concentration are decision trees, SVM and ensemble classifiers. For decision trees we are considering only fine trees, in SVM we are using linear SVM and the ensemble classifier used here is ensemble bagged trees.  

Methodology
The general flow of the methodology is shown in figure 3. Initially, we perform preprocessing on collected data of the monitoring station. Later we calculate the sub-index for each pollutant. Then we calculate the AQI value. Then data is divided into training set data and test data. Machine learning algorithms like LR, SVR, and EGPR are applied to processed input data to calculate AQI value. Since AQI value and associated air quality classes are difficult to remember for common people we then apply classification algorithms that classify the air into different classes based on each pollutant concentration. In this paper, we are giving three different sets of input to ML algorithms. The details about these three types of inputs are given below.

Giving predicted pollutants concentration as input
In all previous studies in order to predict AQI researchers used historical values of pollutant concentration. In this study, we predict pollutant concentration by considering current meteorological data parameters[7][22]. Initially, meteorological parameters like temperature, pressure, humidity, wind speed, wind direction are given as input to regression algorithms to predict each pollutant concentration. Once all different pollutants like PM2.5, PM10, SO2, and NO2 concentration are predicted then these predicted air pollutants concentration values are given as input to three regression algorithms to predict current AQI value.

b)Giving air pollutants concentration
In this type of input, the present day’s air pollutant concentration values are directly given as input to LR, SVR and EGPR algorithms to predict AQI value[23]. In this study, we have considered pollutants like CO, NO, O3, SO2, NO2, PM2.5, PM10. These pollutant concentrations are then given as input to regression algorithms to calculate AQI value and to classification algorithms like fine tree, SVM and ensemble bagged tree to classify air quality to different classes. 

c)Giving air pollutants concentration along with meteorological data values
Here we are considering both pollutant concentration value as well as meteorological parameters as input to the 
Table I. Aqi Prediction Result For Predicted Pollutants concentration
	
	RMSE
	R-squared

	LR
	112
	0.27

	SVR
	112
	0.27

	EGPR
	146
	-0.21



Table II. Aqi Prediction Result For Pollutants concentration
	
	RMSE
	R-squared

	LR
	34.36
	00.93

	SVR
	38.61
	0.91

	EGPR
	25.79
	0.96



Table II. Aqi Prediction Result For Pollutants concentration and Meteorological data
	
	RMSE
	R-squared

	LR
	34.96
	00.93

	SVR
	38.64
	0.91

	EGPR
	28.55
	0.95




regression and classification algorithms to classify air quality. The pollutants considered are the same as the above method. Meteorological parameters considered are temperature, pressure, relative humidity, wind speed, wind direction, and sun fall ratio.

Result
The results obtained using three types of input with three types of regression and classification algorithms are expressed in terms of Root Mean Square error values and R-squared values in this section. RMSE value is an indicator that specifies the difference between an actual observed value and the predicted value. R-squared value specifies the relationship between the independent variable and the dependent variable. 

	Table I shows the RMSE and R-squared values of  LR, SVR, and EGPR when predicted pollutant concentration is given as input to the regression algorithm. The RMSE and R-squared values are very high, in fact, it is above 100% which indicates that predicted pollutant concentration is completely incorrect when compared with actual concentrations. So we can say that meteorological parameters completely fail to predict pollutant concentration. In other words, we can say that pollutant concentrations have no dependency on meteorological parameters. 
	RMSE and R-squared values in Table II indicate the results of regression algorithms when current air pollutant concentration is given as input.  EGPR algorithm has an RMSE value of 25.79 which is very less compared to the other two regression algorithms and the R- squared value of 0.96 indicated that there is a 96% dependency of the dependent variable with the independent variable. The RMSE  value in 

Fig .4.  AQI prediction results when pollutant concentration is given as input.


Fig.5. AQI prediction results when pollutant concentration and meteorological parameters are given as input.

Table II is very much less and R-squared values are very high compared to that of Table I which indicates that if pollutant concentration is predicted properly then predicted AQI has a very less error rate. Fig.4 shows the graph of  predicted AQI values when pollutant concentration is given as input to regression algorithms.
	Table III shows the RMSE and R-squared values of the regression algorithm when both meteorological parameters and current pollutants concentration are given as input to ML algorithms. The result shows that the SVR algorithm has an RMSE value of 38.64 which is high when compared to other algorithms and EGPR has an RMSE value of 28.55 which is very less compared to other regression algorithms. Fig. 5 shows the graph of actual and predicted AQI values when input data to regression algorithms consists of both meteorological parameters as well as pollutant parameters.
	When we compare the results of 3 types of input with 3 types of regression algorithm we can say that meteorological parameters do not affect predicting pollutant concentration as well as predicting AQI value. This fact is noticeable if we compare the results of Table II and III. There is no much difference between RMSE and R-squared values of table II and III. So we say that AQI values have a high dependency on pollutant concentrations. If we predict pollutants concentration correctly then predicted AQI value has a very less error rate. We can also notice that the EGPR algorithm has better results compared to LR and SVM which has poor results among considered regression algorithms.
	Air quality level represented in terms of AQI value is useful for researchers and other people who are working on that domain but these AQI values are not easily understandable to common people if they do not know AQI value and its associated classes so we are again applying classification algorithm that classifies air quality into different classes. In our study, we are classifying air quality into 6 classes according to the Indian government standard.
  	 When we gave pollutants concentration and meteorological parameters as input to 3 classification algorithms like fine tree, SVM and ensemble bagged tree, Fine tree and ensemble bagged tree produced results with an accuracy of 98% and SVM has accuracy of 91.4%. When input containing only pollutant concentration is given as input to classification algorithm, the fine tree showed an accuracy of 98.5%, ensemble bagged tree showed accuracy of 97.9% and SVM showed accuracy of 91.7%.
 	The results of classification algorithms have better accuracy compared to results obtained by regression algorithms. This is because in regression algorithm we are predicting the AQI value and small deviation in predicted value with actual value results in error but in classification algorithm, we are having range of AQI values that belong to each class so small deviation in AQI value does not result in error only if predicted class is wrong then only it causes decrease inaccuracy
Conclusion
Prediction of AQI is very important so that people can take necessary preventive measures to avoid health-related problems that are associated with poor quality air. In this paper, we had considered 3 regression models like LR, LSVR, and EGPR to predict AQI value and later we had classified the air quality into six classes using 3 classification algorithms like fine tree, linear support vector regression and ensemble bagged tree. The performance of the EGPR model was good in predicting AQI value out of the other two regression algorithms. Fine tree and ensemble bagged tree's performance was good out of considered classification algorithms.  
In this paper, we have considered meteorological parameters and pollutants concentration as input but in future all possible independent variables that can influence AQI value like vehicle emission and poisonous air emissions from power plants, industries, etc. can be considered for predicting AQI value. 
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LR	168.60120000000001	218.28020000000001	198.78620000000001	167.91	236.87870000000001	291.5403	251.11009999999999	261.52390000000003	341.07159999999999	293.41109999999998	219.59899999999999	201.8013	222.89590000000001	364.04140000000001	350.77080000000001	396.67790000000002	329.37819999999999	342.14640000000003	314.81139999999999	309.62430000000001	337.9502	329.7226	290.06709999999998	358.9717	396.57799999999997	395.75650000000002	403.99079999999998	430.25459999999998	428.03579999999999	501.0299	501.79910000000001	443.71640000000002	425.79649999999998	388.16230000000002	319.33260000000001	184.6738	530.84500000000003	340.93689999999998	371.4658	611.15470000000005	418.01159999999999	595.17100000000005	439.31560000000002	520.29039999999998	441.93700000000001	227.8982	191.7867	254.21250000000001	282.32990000000001	286.8965	309.67169999999999	396.88659999999999	386.43169999999998	305.47579999999999	317.11290000000002	258.95030000000003	268.21409999999997	411.26400000000001	357.4314	370.9973	367.12869999999998	340.05779999999999	358.87040000000002	353.18119999999999	425.76839999999999	426.76639999999998	404.86739999999998	429.60070000000002	409.1354	439.88940000000002	509.03269999999998	548.20420000000001	538.25580000000002	319.82470000000001	205.85900000000001	253.30879999999999	243.5771	301.1979	408.2269	339.1542	375.2937	449.16210000000001	453.1026	573.50900000000001	603.93100000000004	626.8623	444.03480000000002	361.97820000000002	439.78890000000001	413.85219999999998	390.52210000000002	564.95150000000001	557.2586	524.22770000000003	554.21299999999997	507.57260000000002	461.58	469.1925	278.5172	291.89449999999999	260.69119999999998	251.24209999999999	369.64679999999998	493.7527	590.01480000000004	386.51350000000002	202.15010000000001	268.82830000000001	532.71379999999999	625.68679999999995	447.38889999999998	479.00920000000002	460.6268	276.06150000000002	98.499499999999998	257.54680000000002	263.1361	247.2353	254.797	263.98230000000001	258.55149999999998	266.71080000000001	285.25259999999997	279.75069999999999	271.0016	274.3673	261.15030000000002	269.91629999999998	273.16210000000001	231.5147	114.64960000000001	164.2602	200.56469999999999	329.25200000000001	413.15870000000001	486.05360000000002	390.03559999999999	421.20179999999999	340.80560000000003	205.01150000000001	189.51769999999999	152.14250000000001	282.06259999999997	224.7826	208.46559999999999	181.74119999999999	159.88220000000001	215.39680000000001	197.5976	125.5479	117.4748	195.84010000000001	250.47890000000001	226.63849999999999	181.935	137.0437	157.69149999999999	201.53540000000001	235.5172	215.3032	180.72200000000001	184.49180000000001	SVR	175.18450000000001	224.2824	203.673	174.09049999999999	242.2585	293.46120000000002	255.4573	266.40499999999997	345.15929999999997	299.62270000000001	227.37110000000001	210.98140000000001	229.25559999999999	369.45060000000001	359.75349999999997	403.21120000000002	330.98270000000002	345.2629	315.30680000000001	314.7901	339.97859999999997	330.83240000000001	294.80309999999997	365.50020000000001	396.88679999999999	396.22030000000001	401.928	425.63260000000002	421.60309999999998	491.99889999999999	493.86430000000001	437.03699999999998	419.58969999999999	383.37490000000003	319.90190000000001	188.5077	518.46280000000002	340.56290000000001	365.911	592.39959999999996	403.85719999999998	584.00810000000001	436.6542	512.59839999999997	436.06549999999999	229.66669999999999	195.78790000000001	256.76760000000002	284.1123	285.65530000000001	310.99619999999999	393.95940000000002	382.04689999999999	310.47210000000001	317.84989999999999	265.28930000000003	271.65230000000003	408.12779999999998	353.3236	367.96050000000002	365.88979999999998	338.64420000000001	360.89879999999999	348.90219999999999	422.68400000000003	422.21339999999998	399.54270000000002	423.97320000000002	403.43209999999999	432.80650000000003	500.44229999999999	535.66279999999995	526.08720000000005	315.75889999999998	210.18819999999999	256.22550000000001	245.8862	300.85879999999997	405.79199999999997	340.1902	377.54430000000002	440.60399999999998	444.41609999999997	562.49199999999996	579.77099999999996	606.81370000000004	435.61790000000002	355.23439999999999	430.53460000000001	407.66539999999998	381.47840000000002	551.03089999999997	544.8107	514.61400000000003	536.46190000000001	495.90839999999997	452.92779999999999	458.10669999999999	275.76940000000002	289.21629999999999	259.49869999999999	254.8621	367.4325	477.8494	567.27239999999995	383.1936	206.82089999999999	271.08519999999999	522.15380000000005	607.22019999999998	439.38229999999999	470.00889999999998	452.28719999999998	275.65100000000001	103.48390000000001	257.34280000000001	264.86259999999999	254.02809999999999	259.46300000000002	264.38529999999997	261.29660000000001	266.28460000000001	277.0958	272.24360000000001	268.476	270.61630000000002	262.99950000000001	267.1336	258.5025	228.29570000000001	119.8533	170.94059999999999	206.7055	327.726	408.98410000000001	478.57780000000002	385.12549999999999	425.39980000000003	343.79500000000002	208.26259999999999	190.80500000000001	158.7627	280.31849999999997	224.21109999999999	211.79730000000001	183.57990000000001	166.0076	218.64689999999999	201.00309999999999	131.0034	123.1527	200.05529999999999	245.59	226.52690000000001	184.8912	143.21860000000001	164.55799999999999	205.2835	238.34540000000001	219.44929999999999	186.2338	188.33109999999999	Gauss	161.13200000000001	213.6	190.3228	168.61869999999999	231.48929999999999	284.23	247.48330000000001	258.78230000000002	332.26310000000001	290.85950000000003	216.78649999999999	201.57730000000001	217.7253	362.6343	358.053	396.12580000000003	325.32740000000001	334.57799999999997	313.43610000000001	300.33190000000002	327.66430000000003	318.63979999999998	285.52140000000003	350.66449999999998	380.08280000000002	379.6669	396.8125	422.5958	430.14510000000001	504.38749999999999	497.39400000000001	441.5224	423.25479999999999	383.1189	318.6748	181.50129999999999	548.98559999999998	339.37759999999997	377.11	646.6712	440.65589999999997	584.73450000000003	419.71769999999998	503.48309999999998	429.6465	223.92850000000001	192.38849999999999	254.2997	274.30149999999998	282.94729999999998	304.79320000000001	382.11239999999998	374.98880000000003	301.88470000000001	308.52010000000001	254.28550000000001	261.90800000000002	397.6293	350.83760000000001	360.19729999999998	353.66309999999999	329.26330000000002	342.28129999999999	346.25689999999997	407.1293	409.54180000000002	396.22579999999999	415.97789999999998	398.3433	427.67570000000001	494.19139999999999	546.52290000000005	536.91589999999997	315.11810000000003	197.6617	242.73609999999999	236.05680000000001	294.20769999999999	400.28129999999999	331.44749999999999	365.6114	446.56720000000001	457.40719999999999	580.88689999999997	669.26080000000002	668.56290000000001	455.0908	368.23399999999998	447.60789999999997	429.06599999999997	410.04919999999998	587.81449999999995	575.64729999999997	536.10799999999995	594.32060000000001	532.03970000000004	477.07350000000002	485.61059999999998	289.68720000000002	298.07010000000002	271.2475	250.68129999999999	367.36599999999999	524.25620000000004	646.4	395.29590000000002	200.81360000000001	272.4298	539.33180000000004	661.2885	453.82530000000003	482.7396	465.40800000000002	281.78919999999999	98.864199999999997	264.62759999999997	264.37950000000001	246.9006	255.19980000000001	282.70999999999998	263.20049999999998	285.78039999999999	307.87220000000002	299.21480000000003	288.40140000000002	314.24509999999998	265.97039999999998	281.6309	305.14269999999999	263.81270000000001	113.42359999999999	159.28919999999999	197.0377	330.82350000000002	408.57499999999999	483.61630000000002	380.81420000000003	411.95659999999998	335.30959999999999	225.9222	201.13679999999999	151.05760000000001	275.35340000000002	221.226	207.0078	175.34389999999999	158.5369	207.9787	198.04920000000001	136.92269999999999	130.18770000000001	192.42349999999999	254.66829999999999	227.67429999999999	181.52070000000001	142.6293	154.6182	202.27029999999999	240.84379999999999	212.14779999999999	179.9205	185.7749	AQI	164.15	215.34	193.33	164.58	233.52	284.85000000000002	247.35	259.39999999999998	338.55	290.69	217.91	203.01	220.24	366.88	173.916666666667	401.98	323.08999999999997	337.23	306.27999999999997	305.77	328.85	320.89999999999998	287.08	361.51	388.54	389.45	392.07	411.7	405.23	481.76666666666699	479.66	422.71	404.82	368.08	305.51	173.72	586.01666666666699	326.02999999999997	384.7	665.83333333333303	496.95	569.37	424.85	498.43	423.433333333333	216.15	182.55	242.38	272.49	272.35000000000002	297.02999999999997	380.53	373.08333333333297	303.88	305.72000000000003	257.57	262.41000000000003	394.76	339.93	355.29	354.98	324.98	351.51	335.56	412.05	411.05	385.92	411.64	388.61	425.9	484.98	547.03333333333296	536.29999999999995	327.78333333333302	197.12	243.61	231.06	285.85000000000002	391.15	325.54000000000002	368.62	444.25	495.25	604.98333333333301	746.61666666666702	687.78333333333296	486.08333333333297	430.8	455.28333333333302	433.816666666667	449.36666666666702	589.75	567.11666666666702	515.93333333333305	628.03333333333296	545.83333333333303	477.433333333333	483.25	311.86666666666702	307.933333333333	285.28333333333302	240.94	352.86	599.41666666666697	687.63333333333298	401.96666666666698	192.71	256.29000000000002	522.18333333333305	675.36666666666702	452.816666666667	465.63333333333298	435.78333333333302	265.58333333333297	112.45	253.316666666667	249.68	244.81	247.24700000000001	268.38333333333298	246.63	288.75	411.51666666666699	357.51666666666699	312.51666666666699	336.5	251.36666666666699	300.35000000000002	418.566666666667	295.39999999999998	120.133333333333	159.34	195.26	312.5	393.02	462.31	370.683333333333	419.93	330.68	231.4	224.51666666666699	146.36000000000001	271.89999999999998	221.48333333333301	200.93	179.083333333333	153	204.5	189.11	127.3	114.716666666667	188.48	303.78333333333302	228.46666666666701	178.97499999999999	129.48333333333301	153.26	192.81	225.98	208	173.61	179.63333333333301	No. of samples


AQI Vaule




AQI	164.15	215.34	193.33	164.58	233.52	284.85000000000002	247.35	259.39999999999998	338.55	290.69	217.91	203.01	220.24	366.88	173.916666666667	401.98	323.08999999999997	337.23	306.27999999999997	305.77	328.85	320.89999999999998	287.08	361.51	388.54	389.45	392.07	411.7	405.23	481.76666666666699	479.66	422.71	404.82	368.08	305.51	173.72	586.01666666666699	326.02999999999997	384.7	665.83333333333303	496.95	569.37	424.85	498.43	423.433333333333	216.15	182.55	242.38	272.49	272.35000000000002	297.02999999999997	380.53	373.08333333333297	303.88	305.72000000000003	257.57	262.41000000000003	394.76	339.93	355.29	354.98	324.98	351.51	335.56	412.05	411.05	385.92	411.64	388.61	425.9	484.98	547.03333333333296	536.29999999999995	327.78333333333302	197.12	243.61	231.06	285.85000000000002	391.15	325.54000000000002	368.62	444.25	495.25	604.98333333333301	746.61666666666702	687.78333333333296	486.08333333333297	430.8	455.28333333333302	433.816666666667	449.36666666666702	589.75	567.11666666666702	515.93333333333305	628.03333333333296	545.83333333333303	477.433333333333	483.25	311.86666666666702	307.933333333333	285.28333333333302	240.94	352.86	599.41666666666697	687.63333333333298	401.96666666666698	192.71	256.29000000000002	522.18333333333305	675.36666666666702	452.816666666667	465.63333333333298	435.78333333333302	265.58333333333297	112.45	253.316666666667	249.68	244.81	247.24700000000001	268.38333333333298	246.63	288.75	411.51666666666699	357.51666666666699	312.51666666666699	336.5	251.36666666666699	300.35000000000002	418.566666666667	295.39999999999998	120.133333333333	159.34	195.26	312.5	393.02	462.31	370.683333333333	419.93	330.68	231.4	224.51666666666699	146.36000000000001	271.89999999999998	221.48333333333301	200.93	179.083333333333	153	204.5	189.11	127.3	114.716666666667	188.48	303.78333333333302	228.46666666666701	178.97499999999999	129.48333333333301	153.26	192.81	225.98	208	173.61	179.63333333333301	LR	165.51769999999999	215.14619999999999	195.18969999999999	163.2079	233.65100000000001	289.02269999999999	247.2073	257.76409999999998	338.37569999999999	291.2473	218.703	199.4479	218.42449999999999	360.56079999999997	346.60379999999998	393.19130000000001	325.0926	337.51249999999999	311.05349999999999	305.48	333.8999	325.1345	284.11739999999998	353.38920000000002	392.11880000000002	391.80990000000003	398.75560000000002	425.28579999999999	423.60129999999998	495.4128	497.1268	438.98	421.31979999999999	383.43529999999998	316.09840000000003	178.62649999999999	527.20749999999998	332.84899999999999	363.23719999999997	606.86249999999995	412.32279999999997	591.93330000000003	434.93740000000003	517.84320000000002	439.01929999999999	224.16290000000001	187.2448	248.5547	276.10539999999997	281.68220000000002	305.43009999999998	392.95769999999999	381.57960000000003	298.87	310.46949999999998	251.88390000000001	261.50630000000001	408.04270000000002	352.24169999999998	366.74610000000001	363.09370000000001	335.10489999999999	353.15429999999998	346.97120000000001	420.06509999999997	422.02510000000001	400.73520000000002	424.1241	403.93779999999998	434.76589999999999	504.12759999999997	544.86990000000003	534.86429999999996	316.19940000000003	200.6071	248.8185	239.03620000000001	295.35449999999997	402.60149999999999	334.37290000000002	370.82229999999998	444.18340000000001	448.43360000000001	570.21370000000002	601.30010000000004	622.97029999999995	440.5335	356.48630000000003	434.08330000000001	409.995	385.4051	559.78499999999997	552.19209999999998	519.49879999999996	551.11739999999998	504.53809999999999	458.85270000000003	466.97719999999998	275.13029999999998	288.44290000000001	257.20119999999997	246.40889999999999	365.81760000000003	490.1395	587.05439999999999	381.46030000000002	195.94319999999999	263.37060000000002	530.40940000000001	622.67939999999999	444.33269999999999	475.565	456.52530000000002	274.1112	96.477699999999999	254.50229999999999	260.0949	242.977	248.8399	258.49299999999999	252.3134	260.38470000000001	279.0772	275.1533	267.67809999999997	271.13249999999999	257.43099999999998	265.1096	270.154	229.404	113.38939999999999	159.30179999999999	195.4837	325.12009999999998	409.60750000000002	483.94600000000003	386.83659999999998	421.73090000000002	337.07010000000002	199.24369999999999	186.179	146.39070000000001	277.71910000000003	221.2192	204.41290000000001	178.28720000000001	153.52369999999999	209.18879999999999	191.7191	120.163	111.0802	189.94069999999999	243.40270000000001	221.9032	176.90010000000001	131.51169999999999	152.13300000000001	194.58359999999999	227.7304	208.42019999999999	173.0994	178.47579999999999	SVR	174.32300000000001	223.2876	202.48609999999999	173.3126	241.31379999999999	292.40129999999999	254.22900000000001	265.1429	343.96249999999998	298.71109999999999	226.50960000000001	210.05889999999999	228.00829999999999	367.5204	357.83	401.4898	330.01670000000001	343.9092	314.4452	313.6241	338.72949999999997	329.73970000000003	294.21530000000001	364.2346	395.98689999999999	395.39789999999999	401.21199999999999	424.8546	420.0949	491.5222	492.77769999999998	436.05790000000002	418.81360000000001	382.529	319.1628	187.7852	517.65779999999995	339.35919999999999	364.8809	591.28710000000001	403.37959999999998	582.87019999999995	435.69139999999999	511.52269999999999	435.66759999999999	229.46690000000001	195.03020000000001	255.98820000000001	283.42259999999999	284.7901	310.31720000000001	393.02760000000001	381.0795	309.58929999999998	316.88400000000001	264.26240000000001	270.57130000000001	406.76179999999999	352.81079999999997	367.46449999999999	365.00389999999999	337.85520000000002	360.15929999999997	348.1284	421.93349999999998	421.00970000000001	397.98500000000001	423.63690000000003	402.94119999999998	432.13029999999998	499.87290000000002	534.93190000000004	525.85640000000001	315.68759999999997	209.77930000000001	255.48609999999999	245.02600000000001	300.29000000000002	405.73950000000002	338.97309999999999	376.48079999999999	439.78359999999998	443.9735	561.88409999999999	578.94299999999998	606.1848	434.65350000000001	355.00760000000002	429.99130000000002	406.50389999999999	380.46879999999999	550.23860000000002	543.89670000000001	513.60270000000003	535.69129999999996	494.82	452.00349999999997	456.55970000000002	275.17349999999999	288.03649999999999	257.99700000000001	253.27619999999999	365.31110000000001	476.6069	566.20010000000002	382.07150000000001	205.999	270.29270000000002	520.74959999999999	606.06629999999996	438.0643	468.45929999999998	451.2629	275.98809999999997	103.5792	256.3895	263.78750000000002	252.60550000000001	257.96940000000001	263.44130000000001	259.93419999999998	265.67779999999999	277.37020000000001	271.84910000000002	267.7131	270.72719999999998	263.04259999999999	266.6644	257.58280000000002	228.15479999999999	121.20610000000001	169.6267	205.3809	326.32139999999998	407.34980000000002	476.81869999999998	383.77600000000001	424.57049999999998	343.7312	209.3665	189.63679999999999	157.7225	279.45249999999999	224.18379999999999	211.0857	182.42160000000001	164.51740000000001	217.5	200.2473	130.69890000000001	123.5003	199.06540000000001	244.69460000000001	226.55670000000001	184.57679999999999	142.69450000000001	164.0454	204.80289999999999	237.99420000000001	218.4836	185.4468	188.01070000000001	Gauss	163.90360000000001	214.45679999999999	195.05850000000001	171.32560000000001	234.48509999999999	292.66180000000003	246.9853	258.12520000000001	334.97489999999999	288.05900000000003	214.7158	196.22370000000001	222.8545	357.0052	349.96589999999998	387.90949999999998	320.55099999999999	333.86660000000001	307.77940000000001	305.5652	336.84559999999999	326.5104	291.24509999999998	352.6429	390.41309999999999	389.72579999999999	394.00009999999997	419.4554	417.05399999999997	493.74689999999998	485.90589999999997	430.14010000000002	414.52870000000001	376.74329999999998	306.32279999999997	182.53530000000001	525.57770000000005	334.24520000000001	369.8252	619.65449999999998	427.55520000000001	579.32230000000004	426.3537	511.06150000000002	439.07040000000001	229.53749999999999	195.79599999999999	252.2706	279.2953	284.69229999999999	302.86529999999999	388.99579999999997	379.21120000000002	307.88319999999999	312.62939999999998	256.16739999999999	268.20240000000001	404.6275	356.22269999999997	368.2998	359.1617	335.49720000000002	350.4205	352.66730000000001	418.50880000000001	417.68310000000002	396.44839999999999	431.94600000000003	408.03559999999999	438.3723	508.7192	548.46969999999999	551.07870000000003	330.46010000000001	213.67590000000001	257.27550000000002	249.23759999999999	304.7869	420.96210000000002	341.38420000000002	376.1574	460.77949999999998	469.64	597.65840000000003	650.33389999999997	665.47950000000003	452.53500000000003	381.447	453.2595	418.90199999999999	405.03989999999999	582.79669999999999	566.46609999999998	529.74360000000001	577.51900000000001	512.82669999999996	471.47919999999999	469.75560000000002	292.20609999999999	298.52620000000002	266.21269999999998	254.80889999999999	371.17779999999999	514.23649999999998	617.45460000000003	387.68470000000002	209.21770000000001	278.08909999999997	538.36850000000004	646.36450000000002	451.65980000000002	480.03550000000001	460.85300000000001	281.36130000000003	123.5431	265.52339999999998	268.78390000000002	249.19640000000001	257.7364	273.40629999999999	263.53370000000001	277.61290000000002	317.79989999999998	297.95940000000002	280.66140000000001	293.93819999999999	274.6302	280.92590000000001	300.6859	243.4195	140.47319999999999	169.32990000000001	204.38900000000001	332.77890000000002	412.29680000000002	481.3843	387.28719999999998	403.93329999999997	341.37360000000001	249.6943	197.88229999999999	154.69290000000001	282.8091	240.8663	208.0403	182.49520000000001	176.62549999999999	218.61969999999999	202.61439999999999	145.81700000000001	149.70920000000001	203.5292	257.03280000000001	247.68889999999999	186.19200000000001	149.93379999999999	160.91069999999999	209.6926	246.95	217.54679999999999	184.70169999999999	194.54429999999999	No. of samples


AQI value
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AQI Category | PM,, | PM,, [ NO, o, co SO, NH, Pb

(Range) 24-hr 24-hr 24-hr 8-hr |8-hr (mg/| 24-hr 24-hr 24-hr
m’)

[Good @50 050 030 [ 040 [ 050 | 010 [ 040 [ 20 [ 005 |

Satisfactory 51-100 [ 31-60 | 41-80 | 51-100 [ 1.1-2.0 41-80 201-400 | 0.5-1.0

(51-100)

Moderately polluted | 101-250 [ 61-90 [ 81-180 | 101-168 | 2.1-10 | 81-380 [ 401-800 [ 1.1-2.0

(101-200)

Poor 251-350 [ 91-120 | 181-280 [ 169-208 10-17 381-800 | 801-1200 | 2.1-3.0

(201-300,

Very poor 351-430 | 121-250 | 281-400 [209-748*| 17-34 [ 801-1600 | 1200-1800 | 3.1-3.5

(301-400)

Severe 430+ [ 250+ 400+ [ 748+* 34+ 1600+ 1800+ 35+

(401-500)





image3.png
Data Colection

SubindexCalcation o each Pollutant

A Qualty Index Clclation

[T —

ComparingResls





image1.png
Pollutants Sub-Index Aggregation

X hx b
X2 Iz‘ ~
L= f2(X2) 7\ Aggregate
[ ] - Index, I=F
® In (In,I,....In)
[ J
e ey m

Step 1 Step2





