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Abstract: Diabetes Mellitus is considered as a major health issue across the world and sometimes it may lead to kidney failure, heart problems, blindness and also death. By predicting some of the symptoms of diabetes we can try to prevent these diseases at early stage by using various learning models. The main purpose of this study is to compare performance of machine learning classifiers with and without feature selection to classify patients with and without diabetes mellitus. The machine learning classifiers used in this approach are Logistic Regression, Random Forest and Decision Tree and the feature selection technique used is the Recursive Feature Elimination (RFE) technique. The experimental results obtained show that the machine learning classifiers with feature selection provide more accuracy than without feature selection.
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I. INTRODUCTION
  Diabetes mellitus is considered as a chronic disease that is affecting almost all the people across the world. This disease usually results because of the high glucose level in the blood. Insulin is a hormone that helps in processing the level of glucose in the blood. Diabetes mellitus is mainly classified in to 2 types as type 1 diabetes and type 2 diabetes. In case of type 1 diabetes insulin level is obsolete, whereas in case of type 2 diabetes insulin levels are inadequate. Diabetes is one of the growing disease and also create different types of disease like heart attack, blindness, kidney diseases, etc. The normal identifying process is patients, need to visit a diagnostic centre, consult their doctor, and sit for a long time for their reports. By using machine learning approaches we have ability to find solution for this type of disease easily. Applications of machine learning techniques in diabetes dataset have many advantages such as glucose monitoring system, where automation of glucose level in blood takes place. Nutrition coaching, where it suggest meal option based on our diet criteria. Early Diagnosis Tools, where deep learning predicts some of the disease related to diabetes and so on.
A. Dataset
The dataset selected used in this approach is the Pima Indian Diabetic dataset from the UCI repository.
Features present in this dataset are:
1. Number of times pregnant.
2. Concentration of plasma glucose.
3. Blood Pressure.

4. Skin fold thickness.

5. Insulin.

6. Body mass index.

7. Pedigree function of diabetes.

8. Age of the person.

9. Outcome.

The outcome variable will have 2 output values either 0 or 1, where 1 means the person is tested positive for diabetes and 0 means the person is tested negative for diabetes. Totally 768 number of instances are present in this dataset out of which 268 are positive instances and 500 are negative instances.
B. Feature Selection
Feature selection is considered as the data pre-processing step. It selects a subset of features from the feature set based on some statistical analysis and removes some of the features which do not contribute to the performance of machine learning algorithms. The feature selection technique used in this approach is RFE (Recursive Feature Elimination). RFE as the name suggests, it recursively removes the unwanted features, builds the model using remaining features and calculates the accuracy of the model.
II. LITERATURE SURVEY
Kandhasamy, J. Pradeep, and S. Balamurali [1] have compared the performances of machine learning algorithms for diabetes dataset with and without noisy data. The learning models used in this approach are J48 Decision Tree, K-Nearest Neighbors, Random Forest and Support Vector Machines. The experiment results in higher accuracy for dataset without noisy than with noisy data and the performance of K -Nearest Neighbors, Random Forest are better than other prediction models and they provide 100% accuracy.
Kumar, D. Ashok, and R. Govindasamy [2] have evaluated the performances of several classification algorithms such as Support Vector Machine, Regression, BayesNet, Naïve Bayes and Decision Table for diabetes dataset with feature selection and without feature selection. This approach involves 3 phases. In the first phase, all the above mentioned classification algorithms are applied to the diabetes dataset. In the second phase, feature selection is applied where a subset of features are selected from the entire set of features and accuracies are calculated and in the last phase, accuracies of classification algorithms are compared with feature selection and without feature selection. The results indicate that BayesNet algorithm has higher accuracy of 78.25% when feature selection is not applied and decision table has higher accuracy of 79.81% when feature selection is applied. By comparing these two results we can say accuracy of classification algorithm is highest when feature selection is applied.
Kumar, P. Suresh, and S. Pranavi [3] have evaluated the performances for machine learning algorithms such as Random Forest (RF), Support Vector Machine (SVM), K-NN, CART and Linear Discriminate analysis (LDA) with the help of big data and cloud. This approach involves collecting the diabetes dataset, splitting it in to training and testing set and applying the above mentioned machine learning algorithms. The comparison of machine learning algorithms is done on the basis of various performance metrics such as accuracy, kappa, precision, recall, sensitivity and specificity. The obtained results indicate that RF algorithm is predicting the data more correctly and accurately than the other learning algorithms.
Gandhi, K. K., and N. B. Prajapati [4] have explained how the performance of SVM for diabetes dataset has increased with the help of feature selection method. The feature selection method employed in this approach is the combination of F-score method and K-means clustering method. The F-score method and K-means clustering method selects an optimal subset of features from the entire set of features which helps in increasing the accuracy of SVM classifier. The performance of SVM classifier is validated using four parameters such as accuracy, area under ROC curve, sensitivity and specificity.
Vijayan, V. Veena, and C. Anjali [5] have explained the benefits of different data pre-processing techniques. The learning models used in this approach are Support Vector Machine (SVM), Naive Bayes classifier and Decision Tree. In this approach weka tool is considered for implementation and the accuracy of the algorithms is evaluated with and without data pre-processing methods. The pre-processing methods used in this approach are Principal Component Analysis (PCA) and Discretization. Principal Component Analysis helps in feature reduction whereas discretization is used to decrease the values of several attributes which are very huge. The experiment results in increase of accuracy of machine learning algorithms with data pre-processing rather than without data pre-processing. The results indicate that the accuracy of decision tree has increased from 75.1% to 79.01% whereas, for Naive Bayes classifier it has increased from 75.82% to 79.01%, but for SVM it decreased from 76.6% to 75.69%.
AH Osman and HM Aljahdali [6] have explained about how diagnostic accuracy can be improved and the miss classification based on extracted significant features can be reduced. In this paper, the study is based on support vector machine and K-means algorithm for diabetes dataset. The experimental results produce higher accuracy by differentiating the hidden patterns of the diabetic patient and the modern diagnosis is compared with non-diabetic patient in terms of performance. The integration between SVM and K-means produces accurate results for diabetes disease.
R Joshi and M Alehegn [7] have explained about the several data mining techniques used in predicting the symptoms of diabetes. The purpose of this paper is to predict the symptoms of diabetes and also to compare the algorithm with best accuracy. Here the data set is taken from Pima Indian Diabetes data set. The algorithms used in this study are KNN, Naïve Bayes, Random Forest and J48. So using these algorithms make an ensemble hybrid model by combining individual methods in order to increase accuracy and performance. In this paper decision tree gives best accuracy.
Md. Aminul Islam and Nusrat Jahan [8] have compared the performance of various machine learning models. The algorithm used in this study is SVM, Naive Bayes, Logistic Regression, J48, OneR. Positive predictive value (PPV) used to indicate that the probability of patient really has diabetes disease. Almost all these PPV values is high and NPV (Negative Predictive Value) value obtained is comparatively low. In this paper authors compared the performance with different algorithms and logistic regression performance is very well and accuracy is high (78.01%) compared to all other algorithms.
III. IMPLEMENTATION DETAILS
Learning models are made utilizing three machine learning techniques Logistic Regression, decision tree and random forest. Accuracies of these learning models in predicting Diabetes are calculated with feature selection method called RFE and the results are compared with the accuracies obtained by without applying feature selection method.
A. Logistic regression
One of the most popular algorithm in machine learning is logistic regression. This algorithm is simple and performs very well in the wide range of problems.
Steps to evaluate the accuracy for diabetes dataset using Logistic regression with RFE are given as follows:
Step 1: Initially read the dataset by using the function panda’s read_csv ().
Step 2: The features present in diabetes dataset are number of times the patient being pregnant, level of plasma glucose, level of blood pressure, triceps skin fold thickness, insulin level, Body mass Index, Pedigree Function, age of the person and outcome.

Step 3: Later the dataset is split using k-fold cross validation, where k=10. K-fold cross validation splits dataset into 10 equal parts (fold). The one fold use as a training set and union of other set is use as testing set. Then the model can be tested for the accuracy. This process will be continued for 10 times using different fold as the testing set each time. The average testing accuracy of the process is the testing accuracy.
Step 4: The Recursive Feature Elimination (REF) as the name indicates it recursively eliminates the features, builds model by using the other attributes and calculates the accuracy.

Step 5: A graph is plotted with features along x-axis and accuracy along y-axis, which gives the maximum accuracy for logistic regression. The features selected after applying RFE are pregnancies, glucose, BMI, Diabetes Pedigree Function.
Step 6: Finally the initial accuracy and the accuracy obtained after applying RFE are compared.
Table I
Comparison of accuracies before and after Feature Selection
	Initial accuracy
	Accuracy after feature selection

	77.50%
	78.05%
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Fig. I: Features importance of logistic regression after applying RFE
B. Decision Tree
Decision Tree is one of the supervised learning algorithms, where the data is split continuously according to some parameters. Decision tree mainly consists of two entities:      decision node and decision leaves. Decision nodes are the one where the data is split and the decision leaves are the decision or the final results of the outcome.
Steps to evaluate the accuracy for diabetes dataset using decision tree with RFE are given as follows:
Step1: Initially read the dataset by using the function panda’s read_csv ().
Step 2: The features present in diabetes dataset are number of times the patient being pregnant, level of plasma glucose, level of blood pressure, triceps skin fold thickness, insulin level, Body mass Index, Pedigree Function, age of the person and outcome.
Step 3: Later the dataset is split using k-fold cross validation, where k=10.
Step 4: The Recursive Feature Elimination (or RFE) as the name indicates it recursively eliminates the features, builds model by using the other attributes and calculates the accuracy.
Step 5: A graph is plotted with features along x-axis and accuracy along y-axis, which gives the maximum accuracy for decision tree. The features selected after applying RFE are glucose and Diabetes Pedigree Function.
Step 6: Finally the initial accuracy and the accuracy obtained after applying RFE are compared.
Table II
     Comparison of accuracies before and after Feature Selection
	Initial accuracy
	Accuracy after feature selection

	68.82%
	69.77%
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             Fig.II: Features importance of decision tree after applying RFE
C. Random Forest
Random forest is a supervised algorithm and the name itself indicates that it creates a forest with number of trees. More the number of trees in the forest higher the accuracy we get. The advantages of this algorithm are: 1) this algorithm can use for regression task as well as for classification.2) this classifier handles the missing values.3) Random forest would not over fit the model when there is more tress in the forest.4) this algorithm can be used for feature engineering.
Steps to evaluate the accuracy for diabetes dataset using Random Forest with RFE are given as follows:
Step 1: Initially read the dataset by using the function panda’s read_csv ().
Step 2: The features present in diabetes dataset are number of times the patient being pregnant, level of plasma glucose, level of blood pressure, triceps skin fold thickness, insulin level, Body mass Index, Step 3: Later the dataset is split using k-fold cross validation, where k=10
Step 4: The Recursive Feature Elimination (or RFE) as the name indicates it recursively eliminates the features, builds model by using the other attributes and calculates the accuracy.
Step 5: A graph is plotted with features along x-axis and accuracy along y-axis, which gives the maximum accuracy for random forest. The important features selected after applying RFE are pregnancies, glucose, blood pressure, insulin, BMI, Diabetes Pedigree Function and age.
Step 6: Finally the initial accuracy and the accuracy obtained after applying RFE are compared.
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Fig.III: Features importance of random forest after applying RFE
Table III
Comparison of accuracies before and after Feature Selection
	Initial Accuracy
	Accuracy after feature selection

	76.82%
	78.76%


The comparison of accuracies of machine learning models with and without feature selection are shown below
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Fig. IV: Comparison of accuracies with and without feature selection
IV. CONCLUSION
In this paper, we have compared three machine learning models for predicting diabetes mellitus using 8 features before feature selection and after feature selection. Here the studies indicate that the machine learning models with feature selection provides higher accuracy than without feature selection. The accuracy for random forest after feature selection is 78.76% which is highest compared to other learning models. From this we can come know that after selecting important features from our dataset will improve the performance of learning models and also helps in selecting the best learning model for predicting diabetes mellitus
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